Self-localization of Sensor Node Using Monte Carlo Method Considering Shadowing
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Abstract—The sequential Monte Carlo method for localization in Mobile Wireless Sensor Networks has been extensively studied using free space as the communication channel model. Besides, numerous and limited-hardware sensors have been assumed when proposing different algorithms based on this method. However, there is some lack of information on its performance using a more realistic shadowing channel model. In this paper, a proposal of sensor node localization using Monte Carlo method is presented. We consider shadowing and more powerful sensors to study how this kind of method behaves.
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I. INTRODUCTION

Wireless Sensor Networks (WSN) are a large set of low-cost sensor nodes that measure or collect certain information in its environment and share its data wirelessly [1]–[4]. WSN have specific characteristics which make them suitable for environmental monitoring, home automation, medical care and disaster prevention, among others [5], [6]. These characteristics, which make them different from other ad-hoc networks, represent new and interesting challenges in the management of this kind of networks.

One of these challenges is the localization or positioning of a sensor in a WSN. In WSN applications, localization plays a key role since, for each node, it is mandatory to know its position in order to get a correct and meaningful interpretation of the sensed value. For this reason, considerable amount of research on localization for static WSN have been made. For mobile WSN, as they represent a more difficult challenge to face, the amount of research is reduced.

In the past decade, the Monte Carlo Method has been studied to deal with the localization problem in mobile WSN. Since the first publication [7], a significant number of works has been presented based on this method [8]. Although there are interesting works that present algorithms with good performance, most of them take idealized assumptions that can lead to misleading results about the real performance of the method on real environments. The strongest assumption is that nodes work on a free space communication environment. Besides, these works assume that nodes are extremely limited in hardware; which is not the case nowadays [9]. Moreover, in Monte Carlo methods, accuracy of localization strongly depends on the number of deployed sensor nodes [7]; however, in practice, this number is not as high as it is assumed.

Because of these reasons, in this paper, we propose a new algorithm based on the Monte Carlo method for node localization in WSN in a more realistic communication channel model with shadowing. Besides, we assume that the sensor nodes can estimate their velocity and that they can only use their own measurements without the help of other sensor nodes, as is the case for the Monte Carlo algorithms presented in previous works.

This paper is organized as follows. In Section II the proposed algorithm is presented alongside the description of the localization problem in mobile WSN. In Section III, simulations are carried out; and, finally, in Section IV, conclusions of the work are given.

II. THE ALGORITHM

The localization problem scenario in this work can be stated as follows. A WSN is considered to have two type of nodes: the nodes of the first type, called seeds or anchors, know its position all along; the nodes of the second type, called simply sensor or sometimes blind nodes, need to estimate its location based on the position that seeds broadcast periodically. It is assumed that all nodes can move randomly within a limited region. Without loss of generality, we concentrate on a particular sensor node in the network which moves according to a random waypoint mobility model. Moreover, this node has the ability to measure its velocity according to the following model: \( v_m = v_t + z_{\sigma_v} \), where \( v_m \) is the measured velocity, \( v_t \) is the true velocity and \( z_{\sigma_v} \) is the noise modeled as zero-mean gaussian random variable with variance \( \sigma_v^2 \).

Henceforth, the notation used is as follows. \( x_k \in \mathbb{R}^2 \) is the 2D real position of node at instant \( k \); whereas \( \hat{x}_k \in \mathbb{R}^2 \) is the estimated position. \( o_k \) is the measurement or observation received by the node at instant \( k \), i.e. the position that a seed node has broadcast at instant \( k \).

A. The observational model

In this work, the log-normal shadowing communication channel model is used [10]. In this model the path loss is expressed as

\[
PL = PL_0 + 10n_p \log \frac{d}{d_0} + X_{\sigma}
\]  (1)
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where $PL$ is the power loss of a transmitting antenna to a distance $d$; $n_p$ is the decay exponent and $PL_0$ is the power of reference calculated at a distance $d_0$ in free space. In addition, $X_o$ is a zero-mean gaussian distribution in dB with a standard deviation $\sigma_X$. From Equation (1), the distance can be expressed in terms of $PL$ as

$$D = 10 \log \frac{d}{d_0} = (PL - PL_0 - X_o)/n_p$$

where $D$ is the log-distance between the transmitting and the receiving antennae. It is clear that $D$ is also gaussian with the same variance as $PL, \sigma_X$. As such, it follows the behaviour of a gaussian distribution in the sense that 99% of its values lie within three standard deviations of the mean [11]. This can be stated with the following probability, $Pr$:

$$Pr(D - 3\sigma \leq \bar{D} \leq D + 3\sigma) \approx 0.99$$  

\(3\)

**B. The Monte Carlo Method**

The localization problem can be modeled as a nonlinear filter by means of this stochastic model [12]:

$$x_k = f_{k-1}(x_{k-1}, v_{k-1})$$

$$o_k = g_k(x_k, w_k)$$

which indicates that the node position $x_k$ is a function of its last position $x_{k-1}$ and a process noise, $v_{k-1}$, whereas the observation is a function of the current position, $x_k$ and a process noise $w_k$.

The estimate of $x_k$ is sought based on the sequence of all available measurements from instant 1 to $k$, $o_{1:k}$. From the Bayesian point of view, the problem is to recursively quantify some belief in the state $x_k$, given the sequence of observations $o_{1:k}$. Thus, it is required to construct the a posteriori probability density function (pdf), $p(x_k|o_{1:k})$. With the knowledge of this pdf, it is possible to estimate the state $\hat{x}_k$ with some criterion [12].

The main idea of Monte Carlo method is to approximate the posterior distribution $p(x_k|o_{1:k})$ by a set of random samples, $x^i_k$, with associated weights, $w^i_k$, and to express it as

$$p(x_k|o_{1:k}) \approx \sum_{i=1}^{N_s} w^i_k \delta(x_k - x^i_k)$$  

\(4\)

where $\delta(\cdot)$ is the Kronecker function and $N_s$ is the number of samples used to approximate the distribution.

The weights are expressed in terms of the importance probability function; and this probability function is chosen as the transitional probability state, $p(x_k|x_{k-1})$ [13]. Consequently,

$$w^i_k = w^i_{k-1}p(o_k|x_k).$$

The weights are then normalized, in suchs a way that, $\sum_{i=1}^{N_s} w^i_k = 1$. Thus,

$$w^i_k = \frac{w^i_k}{\sum_{j=1}^{N_s} w^i_j}$$  

\(5\)

Therefore, the Monte Carlo method consists of an approximation of the pdf $p(x_k|o_{1:k})$ by means of a set of samples $\{x^i_k\}_{i=1}^{N_s}$ as Equation (4) shows. These samples are obtained from the importance sampling distribution function, $p(x_k|x_{k-1})$. Finally, all the samples are weighted by the observational pdf and normalized as Equation (5) indicates.

The above method will exhibit the unavoidable degeneracy problem [12]; this is that, after a few iterations, only few samples will have high weights. In order to cope with this problem, a resampling process is necessary. The resampling is done from the obtained samples. Resampling is necessary when $N_{eff} < N_{threshold}$ [13]; where

$$N_{eff}(k) = \frac{1}{\sum_{i=1}^{N_s}(w^i_k)^2}$$  

\(6\)

**C. The proposed Monte Carlo algorithm of self-localization**

This algorithm scheme is based on the particle filter previously explained. However, some modification has been done in order to improve the performance of the localization problem. In this scheme, only one sensor node is considered; hence it will self-localize using the observations received by the seed nodes. These observations are the RSSI expressed in terms of the power given in Equation (1).

It was explained that the samples are drawn from the importance distribution function $p(x_k|x_{k-1})$. With the measurement of the velocity, $v_m$, this importance function can be defined as,

$$p(x_k|x_{k-1}) = \begin{cases} \frac{1}{\pi v_m^2} & \text{if } d(x_k, x_{k-1}) \leq v_m \\ 0 & \text{if } d(x_k, x_{k-1}) > v_m \end{cases}$$  

\(7\)

where $d(\cdot, \cdot)$ represents the euclidean distance between two 2D points. It is necessary to clarify that $v_m$ is put in units of distance and represents the distance that a node can move between two instants of localization. Equation (7) states that the sample at instant $k$ is drawn from a circular region which center is $x_{k-1}$ and radius is $v_m$.

As it can be seen, the observations are not used in the definition of the importance function. Thus, the region where samples are drawn depends exclusively on $v_m$. Consequently, if the node is moving with great velocity, this region will be large; impacting in the accuracy of the localization. Taking this into account, our algorithm uses not only $p(x_k|x_{k-1})$ as the Monte Carlo method dictates but also the observations received from seeds in order to reduce the area where samples are drawn, and therefore the localization error. This observation is used as explained below.

Based on Subsection II-A; if a blind node is able to receive a signal from a seed, the log-distance between these two nodes is most probably found in the interval given in (3). Figure 1 shows a node which has received the signal from 3 seeds. A rectangle has been used to delimitate the region where this node can be likely found. Therefore, in our method the prediction zone is not only defined by the circumference stated in (7) but also by the observations delimited by the rectangular regions shown in Figure 1.

Now, the assignment of weights of the samples drawn in the prediction zone previously defined are done in the following
manner. Assuming that the sensor receives the signal of \( J \) seeds, the non-normalized weight of sample \( i \) is

\[
w_k^i = w_{k-1}^i \prod_{j=1}^J p(o_k|x_k)
\]

as the shadowing is considered uncorrelated. \( p(o_k|x_k) \) is established in the observational model expressed in Equation (1). The normalized weight is obtained according to (5). If resampling is necessary; our algorithm uses the same criterion expressed in [13] and Equation (6).

Finally, the pseudocode is shown in Algorithm 1.

**Algorithm 1 MCL Self-localization**

**Input:** \( \sigma_X, N_S, N_{\text{threshold}}, v_{\text{max}}, v_m \)

**Output:** Node position

1: **Initialization:** The first sample set \( L_0 = \{x_0^i\}_{i=1}^{N_S} \) is obtained from \( p(x_0) \); and \( \{w_0^i = 1/N_S\}_{i=1}^{N_S} \).

2: **Localization at instant** \( k \neq 0 \): \( L_k = \{\} \)

3: while size(\( L_k \)) < \( N_S \) do

4: for \( i = 1 \) to \( |L_{k-1}| \) do

5: Define the prediction region as the intersection of the approximation of rectangles as shown in Figure 1.

6: Reduce the prediction region with intersection of the circle centered in \( x_{k-1}^i \) and radius \( v_m \).

7: Predict sample \( x_k^i \) inside prediction region.

8: Assign sample according to Equation (8).

9: \( L_k = L_k \cup \{x_k^i\} \)

10: end for

11: end while

12: Normalize weights according to (5)

13: if \( N_{\text{eff}} \) according to (6)

14: if \( N_{\text{eff}} < N_{\text{threshold}} \) then

15: Resampling

16: end if

17: **Estimation:**

18: \( \text{Node location} = \frac{\sum_{i=1}^{N_S} x_k^i}{N_S} \)

We performed a set of simulations under the following considerations. Unless otherwise stated, there are 10 nodes: just one of them is the blind node under study and the rest are seed nodes. Besides, both a sensor or a seed node has a nominal coverage radio \( r = 30 \) meters. The nodes are moving inside a square region of \( 100 \times 100 \) m\(^2\) following the random waypoint mobility model. The seed nodes, when they are able to move, follow the same model. Furthermore, all nodes can move with randomly chosen velocity in the range \([v_{\text{min}}, v_{\text{max}}]\); where \( v_{\text{min}} = 0.1 \) and, if not specified, \( v_{\text{max}} = 5 \). On the other hand, the sensor node is able to measure its velocity following a Gaussian error measurement model with \( \sigma_v = 0.1 \). In addition, we assume a communication channel with shadowing. If it is not indicated, the shadowing is characterized with \( \sigma_X = 4 \) and \( n_p = 2.3 \). Finally, it is worth mentioning that the number of samples used to approximate \( p(x_k|o_{1:t}) \) is 50.

Simulations are carried out employing different parameter values. In order to evaluate the performance of the algorithm we use the error defined as \( \text{Error}(k) = ||x_k - \hat{x}_k||/r \) which gives the localization error at instant \( k \). This error is averaged over 100 independent realizations.

Figure 2 shows the performance of the transient response for the algorithm for both static and mobile seeds. These results indicate that after a number of localization instants, the error reaches the steady state in the mean. Then, in the following simulations the error in each plot is the error in the steady state.

In the second simulation carried out, the maximum velocity was varied. The results are shown in Figure 3. In this study, and in the followings, we add the performance of the multilateration localization method in order to obtain a comparison with the proposed algorithm. The results show that maximum velocity does not affect much the performance of multilateration. However, in terms of error, it remains over the proposed Monte Carlo algorithm for both static and mobile seeds.
In Figure 4, results of varying shadowing variance, $\sigma_X^2$, are shown. It is remarkable to note how this parameter affects the performance of the localization algorithms when the other parameters remain unchanged. However, the proposed Monte Carlo algorithm cope better with this than its multilateration counterpart.

Finally, we evaluate the performance of the proposed algorithm for different number of seeds. The results are shown in Figure 5. As expected, the larger the number of seeds, the greater the accuracy of the localization algorithms.

IV. CONCLUSIONS

In this paper, a localization algorithm for WSN based on the Monte Carlo method is proposed. In our work we have used a communication channel which considers uncorrelated shadowing which is a more realistic model than the free-space model considered in previous works. Also, contrary to other works, the sensor takes into account just the observations of one-hop seeds. Furthermore, we considered a sensor which is able to measure its velocity; i.e. a more powerful sensor according to the current state of technology.

Simulations show that our proposal presents a better performance when the seed nodes are static than when they are moving. This is noticeable since our algorithm does not take into account this fact. The most important factor that affects the performance of the proposal is the unpredictability given by the shadowing. In this paper, we have used the uncorrelated shadowing. Work is on their way considering an algorithm that takes into account correlated shadowing.
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