Proposal for training a Cellular Neural Network using a Hybrid Artificial Bee Colony and Nelder-Mead Algorithms
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Abstract—In this work, we propose a methodology for training a Cellular Neural Network based on the Artificial Bee Colony Algorithm and the Nelder-Mead Algorithm. The results of this proposal are compared with training using only the Artificial Bee Colony algorithm and with the Nelder-Mead algorithm, also with related works. The Cellular Neural Network is directed and trained for image processing, and the selected tasks for the performance evaluation of the Cellular Neural Network are edge detection and noise remover.
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I. INTRODUCTION

Chua and Yang on the year of 1998, proposed a new architecture of neural network called Cellular Neural Network (CNN) [1]. Since then, there have been several studies about the search and optimization of templates [2]–[4].

CNNs can be used for different tasks. Nevertheless, one appealing assignment is for image processing [5]. There are distinct image processing such as edge detection, noise remover, global connectivity detector, and shadow detector.

Some works, which use CNNs for image processing, can be found in the following: in [4] a CNN has been used for edge detection, in [6] a CNN has been used for video processing, and finally, in [7] a CNN has been used for edge detection in noisy images.

As was previously mentioned, there are several proposals to search the cloning templates of a CNN. These proposals can be divided into two categories: analytic methods [3], [8] and heuristic methods [4], [9], [10].

Heuristic methods are an interesting approach to optimization problems, and also they have been used for training neural networks. In heuristic methods, we can find Particle Swarms Optimization (PSO) [10], Genetic Algorithms (GA) [2], Artificial Bee Colony (ABC) [4], [11], and Nelder-Mead method [12].

Since Karaboga proposed the ABC algorithm [13], it has been used to carry out different optimization tasks. In the context of CNNs, the ABC algorithm has been proposed as a good alternative for searching cloning templates, as in [4] and [14]. However, there is no report on how to improve the results obtained with this method for searching CNN templates, and there is also no report on the use of this method to process other image processing tasks.

In this work, we present a modification of the ABC algorithm using the Nelder-Mead algorithm for training a CNN, which can process images for noise removal and as an edge detector, as well. The results obtained are then compared with other works, particularly compared with training CNNs using the ABC algorithm and Nelder-Mead methods individually.

The rest of the work is as follow: the theory of the CNN is presented in section II; the ABC and the Nelder-Mead algorithms are explained in section III; the proposed method is explained in section IV, and finally, in section V, the results of the proposed method and the comparisons with other works are presented.

II. CELLULAR NEURAL NETWORK

A CNN is built based on a unity called cell. This cell is cloned to construct a structure of one, two, or more dimensions. For instance, in image processing in grayscale, a two-dimensional array of cells is used. In Fig. 1, it is shown a CNN of two dimensions.

The cell connected directly to the cell $C(i,j)$ is called neighborhood $N_r(i,j)$. The radius $r$ defines the set of cells in the neighborhood and is referred to as $(2r + 1) \times (2r + 1)$ for the case of a two-dimensional CNN.

![Fig. 1. Two-dimensional CNN.](image-url)
The behavior of a cell within the CNN is defined in (1), which is called the state equation [1]. Equation (1) has been approximated by the Euler method.

\[ v_{xij}(n+1) = v_{xij}(n) + h[-v_{xij}(n) + f_{ij}(n) + I_{ij}] \]  

(1)

Where:

\[ f_{ij}(t) = \sum_{C(k,l) \in N_s(i,j)} A(i,j;k,l) v_{ykl}(n) \]

and

\[ I_{ij} = \sum_{C(k,l) \in N_s(i,j)} B(i,j;k,l) v_{ukl} + I \]

From the state equation, \( n \) is the integration step, \( h \) is the time step constant in the Euler method, and \( v_{xij} \) is the state of the cell \( C(i,j) \). \( A(i,j;k,l) \) is called the feedback template and \( v_{ykl} \) are the outputs of the boundary cells in the neighborhood, \( B(i,j;k,l) \) is called the control template, \( v_{ukl} \) is the input of the boundary cells and finally, \( I \) is the bias of the cell \( C(i,j) \).

As in neural networks, an activation function defines the output of a cell. The activation function of a cell on CNN is the symmetric saturating linear transfer function (Satlins). In (2), the satlins function is defined.

\[ v_{yij} = 0.5(|v_{xij}(n) + 1| - |v_{xij}(n) - 1|) \]  

(2)

The templates \( A \) and \( B \) with the bias \( I \) defines the task to be performed by the CNN. Considering a radius \( r = 1 \), we can define the templates as shown in (3) and (4).

\[
A = \begin{bmatrix}
a_{-1,-1} & a_{-1,0} & a_{-1,1} \\
a_{0,-1} & a_{0,0} & a_{0,1} \\
a_{1,-1} & a_{1,0} & a_{1,1}
\end{bmatrix}
\]  

(3)

\[
B = \begin{bmatrix}
b_{-1,-1} & b_{-1,0} & b_{-1,1} \\
b_{0,-1} & b_{0,0} & b_{0,1} \\
b_{1,-1} & b_{1,0} & b_{1,1}
\end{bmatrix}
\]  

(4)

However, considering the stability restrictions mentioned in [1] and [5], it is possible to redefine the templates as in (5).

\[
A = \begin{bmatrix}
a_0 & a_1 & a_2 \\
a_3 & a_4 & a_3 \\
a_2 & a_1 & a_0
\end{bmatrix}; \quad B = \begin{bmatrix}
b_0 & b_1 & b_2 \\
b_3 & b_4 & b_3 \\
b_2 & b_1 & b_0
\end{bmatrix}
\]  

(5)

III. THEORY OF ARTIFICIAL BEE COLONY AND NELDER-MEAD ALGORITHMS

Both the ABC and the Nelder-Mead algorithms are considered heuristic methodologies. The following explains the theory of both the ABC algorithm and the Nelder-Mead algorithm (also known as the Downhill Simplex method).

A. Artifical Bee Colony Algorithm

The ABC algorithm belongs to the so-called bio-inspired algorithms because it is based on the foraging behavior of honeybees. In this algorithm, three groups of honeybees within a colony are defined: the first group is the employed bees, the second group is the onlooker bees and, finally, the third group is the scout bees. The behavior of each group of bees is explained below:

The Employed Bees (EBs), which are the first half of the colony, are sent to the sources, and they calculate their nectar amount. The Onlooker Bees (OBs), which are the second half of the colony, are sent to their sources and calculate their nectar amount. Finally, the Scout Bees (SBs), which represents the nectar sources, are sent for searching new sources, this is made based on a parameter call Limit (\( L \)) of the SB. Here, the nectar sources represent possible solutions to the optimization problem.

The Limit of the Scout Bees determines when a Scout Bee abandons its source, and it is sent to search for a new one. The general ABC algorithm is shown in Algorithm 1 [13].

**Algorithm 1 ABC Algorithm**

1: Assign control parameters.
2: Initialize the EBs, OBs, SBs, and the Limit parameters
3: Calculate the initial nectar amount of the EBs and memorize the best result.
4: while the stop criterion is not met do
5: Send the EBs onto the food sources and calculate their nectar amount.
6: Send the OBs around the food sources and calculate their nectar amount. Update the best result in applying a greedy selection.
7: Send the SBs into the search are for new food sources, randomly. This is done according to the Limit value.
8: Memorize the best food sources found so far.
9: end while

In Algorithm 1, the first step is assigned the parameters of the ABC algorithm. In the second step, the EBs, OBs, SBs, and the Limit value are initialized. In the third step, the first nectar amount of the EB is calculated, and it is saved the best solution of these bees. Step 4 is the main loop, here, it is made the steps for searching the solution of the problem using the different bees.

In the mathematical context, the colony size is made up of half of the EBs, and the other half is the OBs. The set of food sources, \( (x_1, \cdots, x_{SB}) \), is produced randomly using (6).

\[ x_{i,j} = x_{j}^{min} + \phi(x_{j}^{max} - x_{j}^{min}) \]  

(6)

Where \( i = 1, \cdots, SB; \ j = 1, \cdots, D; \ D \) is the dimension of the optimization problem; \( \phi \) is a random number with uniform distribution in the interval \([0, 1] \); \( x_{j}^{min} \) and \( x_{j}^{max} \) are the boundaries of the search area.

The location of each EB is changed from the position of each SB to neighboring sources using (7).
\[ v_{i,j} = x_{i,j} + \varphi(x_{i,j} - x_{k,l}) \]  

(7)

Where \( k = 1, \cdots, SB \) and \( k \neq j; j \) and \( k \) are indexes chosen randomly; \( \varphi \) is a random number with uniform distribution in the interval \([-1, 1]\). The value \( v_{i,j} \) must be into the boundary of the search area.

The OB choose their food sources based on a probability distribution, this is defined in (8).

\[ P_i = \frac{fit(x_i)}{\sum_{i=1}^{SB} fit(x_i)} \]

(8)

Where \( fit(x_i) \) is the fitness function, and it is proportional to the amount source of \( x_i \). The fitness function depends on the optimization problem. In this step, if the fitness value increases, the visiting probability of a new source is increased too. Here, it is applied to a greedy selection to memorize the OB.

During the phase of SBs, if an EB reaches its Limit, the food source is abandoned and begins a search of a new one using (6).

B. Nelder-Mead Algorithm

The Nelder-Mead algorithm, also known as the Downhill Simplex Method, belongs to heuristic methods [15]. As was mentioned before, this algorithm, as in the ABC algorithm, has been used to search cloning templates [12].

Before starting, we must initialize the algorithm with at least \( n + 1 \) points. For example, in a two-dimensional problem, we need three points, in a three-dimensional problem we need four points, etc.

Next, the following points are defined: the first point which value gives the minimum \( (x_{h1}) \), the second point which value gives the second minimum \( (x_{h2}) \), the third point which value gives the minimum \( (x_{min}) \), and finally, an average of all points, also known as centroid \( (x_0) \) is calculated.

Finally, three operations are defined: a reflection which is shown in (9), an expansion which is shown in (10), and a contraction which is shown in (11).

\[ x_r = x_0 + \alpha(x_0 - x_{h1}) \]  

(9)

\[ x_e = x_0 + \gamma(x_r - x_0) \]  

(10)

\[ x_c = x_0 + \beta(x_{h1} - x_0) \]  

(11)

The values \( \alpha, \beta, \gamma \) are set heuristically. The algorithm for the Nelder-Mead method is shown in Fig. 2.

IV. THE PROPOSED METHOD

ABC and Nelder-Mead algorithms are well suited for minimization problems. ABC algorithm can search the global minimum, and the Nelder-Mead algorithm is fast to converge to a minimum. However, ABC requires many random points to be evaluated, and Nelder-Mead has the disadvantage of converging to a local minimum.

Considering the advantage of both algorithms, we can combine them to search a global minimum, overcoming the disadvantage of both algorithms.

The algorithm of the proposed method is shown in Algorithm 2. In such an algorithm, the phase of the OBs have been changed, instead of sending them into the area search randomly, they have been sent into the area search using the Nelder-Mead algorithm. This proposal increases the effectiveness of the searching for a minimum in training a CNN for image processing.

Algorithm 2 Hybrid Artificial Bee Colony and Nelder-Mead Algorithm

1: Assign the control parameters of ABC and Nelder-Mead.
2: Initialize the EBs, SBs, and the Limit parameters.
3: Calculate the initial nectar amount of the EBs and memorize the best result.
4: while the stop criterion is not met do
5: \hspace{5mm} Send the EBs onto the food sources and calculate their nectar amount.
6: \hspace{5mm} Apply a greedy selection.
7: \hspace{5mm} while OBs do
8: \hspace{10mm} Apply Nelder-Mead algorithm using the data for OBs.
9: \hspace{10mm} Apply a greedy selection.
10: \hspace{5mm} end while
11: \hspace{5mm} Send the SBs into the search are for new food sources, randomly. This is done according to the Limit value.
12: \hspace{5mm} Memorize the best food sources found so far.
13: \hspace{5mm} end while

As it was noticed, in the Algorithm 2, the probability distribution used by the OBs has been avoided.
In the step of replacing randomly all points except the best in the Nelder-Mead algorithm, it has been changed by the best point found so far and it has been updated using (12), in the proposed method.

\[ x_{h1,j} = x_{best} + rand(-1.0, 1.0) \] (12)

To train a CNN for image processing, the parameters of the CNN, this is the values for the cloning template, have been treat as a vector. The vector used, considering (5) and the value of bias, is shown in (13).

\[ x_i = [a_0, a_1, a_2, a_3, a_4, b_0, b_1, b_2, b_3, b_4, I] \] (13)

The method proposed has been used to search cloning templates of a CNN for image processing. The block diagram used for training a CNN using the proposed method is shown in Fig. 3.

A correlation between the output image from the CNN and the ideal objective image is made using (14). The fitness value required in the optimization problem is calculated using (15).

\[
C = \frac{\sum_i \sum_j (xP_{i,j} - \overline{xP})(yP_{i,j} - \overline{yP})}{\sqrt{\left(\sum_i \sum_j (xP_{i,j} - \overline{xP})^2\right)\left(\sum_i \sum_j (yP_{i,j} - \overline{yP})^2\right)}}
\] (14)

\[ fit(C) = \begin{cases} 
0.5 + |C| & C < 0 \\
\frac{1}{1+C} - 0.5 & C \geq 0
\end{cases} \] (15)

In (14), \(xP_{i,j}\) is the value of the pixel of the output image from CNN, \(\overline{xP}\) is the mean of the output image from CNN, \(yP_{i,j}\) is the value of the pixel of the objective image, and \(\overline{yP}\) is the mean of the objective image. In (15), \(C\) is the correlation value obtain in (14).

V. Results

To show the effectiveness of the proposed method, CNN for image processing has been used. The tasks of the CNN are for edge detection and noise-remover.

A. CNN for Edge-detection

To train a CNN for edge-detection, an artificial image has been used as an input image. The parameters used in the method are the following: a colony size of 24 bees was used, where 12 bees were used for the EBs, 12 bees were used for the OBs, 12 bees were used for the SBs, the Limit parameter was set to 15, the values for the phase of the OBs were set for \(\alpha = 1.0, \gamma = 2.0\) and \(\beta = 0.5\).

The search area was set in the interval of \([-64.0, 64.0]\). As was mentioned before, the values remain within the search area. The set parameters for the CNN were the following, the time step, \(h\), was set to 0.03125s and the maximum time for simulation was set to 1.5s. One hundred cycles and five hundred cycles were set as a stop criterion. In Table I, the best values obtained with multiple runs for Nelder-Mead, ABC, and the proposed method are shown.

\[
x = [0.1700, -1.6643, -2.2639, 1.6445, 58.3330, 0.5411, -21.2155, 2.3303, -32.5841, 49.1672, -1.6426]
\] (16)

The best cloning templates found have a correlation value of 0.9006 and a fitness value of 0.0261 and they are shown in vector form in (16):

\[
x = [0.1700, -1.6643, -2.2639, 1.6445, 58.3330, 0.5411, -21.2155, 2.3303, -32.5841, 49.1672, -1.6426]
\] (16)

The input image used to train covered 57.81% of grayscale and size of 165 x 165 pixels. In Fig. 4, it is shown the input image, the objective image, and the output image processed by the CNN.

To validate the templates found, they were compared with the works [4], [5], [16], and [17]. The images obtained by the respective parameters of the different CNNs are shown in Fig. 5. The input and objective image used is shown in Fig. 4a and Fig. 4b, respectively.

In Fig. 5, it is shown the different results for an artificial image processing. Fig. 5a is the input image; Fig. 5b is the output image using the proposed method; Fig. 5c is the output image using the work [4]; Fig. 5d is the output image using the work [5]; Fig. 5e is the output image using the work [16]; and Fig. 5f is the output image using the work [17]. In Table II, it is shown the correlation obtained by each one of the works.

\[
| \begin{array}{cccc}
ABC-CNN & Chu-CNN & DE-CNN & ES-CNN \\
\hline
C & 0.8765 & 0.4805 & 0.0785 & 0.8375 & 0.9006 \\
\end{array}
\]
In Fig. 6, it is shown the different results of processing a real image using the same parameters as in Fig. 5. The real image has a size of 384 × 384 pixels.

In Fig. 6a, it is shown the input image; in Fig. 6b, it is shown the output image using the proposed method; in Fig. 6c, it is shown the output image using ABC-CNN; in Fig. 6d, it is shown the output image using Chua-CNN; in Fig. 6e, it is shown the output image using DE-CNN, and finally, in Fig. 6f, it is shown the output image using ES-CNN.

### B. CNN for Noise-remover

To train a CNN for noise remover, an artificial image has been used. The parameters for the proposed method were set equal as in the edge-detection subsection.

The search area was set in the interval of $[-64.0, 64.0]$. The parameters of the CNN were set as follows: time step, $h$, was set to 0.03125s, the maximum time for simulation was set to 1.1s. As in edge-detection training, one hundred and five hundred cycles were set as a stop criterion. In Table III, it is shown the best results obtained.

As can be seen in Table III, the best cloning templates found are for the proposed method. The best cloning templates for the task of noise-remover found are shown in vector form in (17).

$$x = \begin{bmatrix} -0.1067, 20.3887, -21.4537, 12.5994 \\ 54.3960, -1.0752, 2.6313, 27.0788 \\ 3.4722, 59.0601, -18.9781 \end{bmatrix}$$ (17)

In Fig. 7, it is shown the input image, the objective, and the image processed by the CNN using the templates found. The input image has a size of 120 × 120 pixels and has a covered of 50% of noise. A grayscale noise was added to the image.

To validate the templates found, it has been compared with the works [12] and [18]. In Fig. 8, it is shown the output images for the validation.

In Fig. 8a, it is shown the artificial input image; in Fig. 8b, it is shown the output image using the proposed method; in 8c, it is shown the output image using the work [12]; and in
The proposed method gives better results for artificial and real images. Compared to the results of this work with others, it can observe that the cloning templates found using the proposed method gives better results for artificial and real images. Not only 100 and 500 cycles were used to train the CNN, but also 1000 and 2000 were used; however, it was observed that after 500 cycles, and the correlation did not increase its quality.

VI. CONCLUSION

As can be seen in the results section, the searching cloning templates found, for the tasks of edge-detection and noisy-images, were successfully achieved using the proposed methodology. Using the proposed method, for this search gives a better result than using the ABC and Nelder-Mead algorithm individually.

The quality of the image processed using the cloning templates found with the hybrid method is better compared with the quality of the image processed using the cloning templates found with ABC and Nelder-Mead algorithms alone, using the same parameters.

Compared to the results of this work with others, it can observe that the cloning templates found using the proposed method gives better results for artificial and real images.

Fig. 8d. it is shown the output image using the work [18]. In Table IV, it is shown the correlation of these images.

In Fig. 9, it is shown the different results of processing a real image with noise. The real image has a size of 300 × 300 pixels.

In Fig. 9, it is shown the input image; in Fig. 9b, it is shown the output image using the proposed method; in Fig. 9c, it is shown the output image using the Nakai-CNN; and in Fig. 9d, it is the output image using Tsuruta-CNN.

VI. CONCLUSION

As can be seen in the results section, the searching cloning templates found, for the tasks of edge-detection and noisy-images, were successfully achieved using the proposed methodology. Using the proposed method, for this search gives a better result than using the ABC and Nelder-Mead algorithm individually.

The quality of the image processed using the cloning templates found with the hybrid method is better compared with the quality of the image processed using the cloning templates found with ABC and Nelder-Mead algorithms alone, using the same parameters.

Compared to the results of this work with others, it can observe that the cloning templates found using the proposed method gives better results for artificial and real images.

Not only 100 and 500 cycles were used to train the CNN, but also 1000 and 2000 were used; however, it was observed that after 500 cycles, and the correlation did not increase its quality.
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